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Abstract - Evolutionary Robotics with the use of

geneticalgorithmsto evolvecontrol systemdor real

robots is a powerful tool, since it allows an

automatic evolution of control systems. Yet,

Evolutionary Robotics meets serious limitations

becauseof the time consumption.It is very time

consuming to evolve whole populations of real

robots for many generationsA simulated/physical
approachwhere main parts of the evolution takes
placein a simulatorreducesthe time consumption
dramatically. We describe how the Khepera
miniaturemobile robot can be usedto build its own

simulatorwith a semi-autonomougrocess,how to

evolve neural network control systems for the

Kheperarobotin the robot'sown simulator,andhow

to transferthe neuralnetwork control systemsfrom

the simulatedto the real environmentBy usingthis

kind of simulatoran expectedgap in performance
when transferringa robot control systemfrom the

simulator to the real environment is avoided.

I ntroduction.

In recentyearsmuch roboticsresearchhas focused
on autonomousrobots, and especiallyautonomous
vehicles.Like naturalorganismsautonomousobots
collect informationsfrom the externalenvironment
and producemotor actionsthat allow the robotsto

changetheir relations with the environment.The

autonomy consistsin having the robot itself to

decide its actions basedon the sensoryinput by

providing the robot with its own onboardcomputer
(microchip) and batteries.The use of Evolutionary
Computationtechniquesto evolve control systems
gives anotherdimensionto the autonomy of the

robots:it is not the researchewho implicitly design
all possiblebehaviorsof the robot. The behaviorsof

the autonomous robots emerge.

The autonomous robots approach is an
interdisciplinaryfield that includesknowledgefrom
engineering, computer science, psychology, and
biology. Autonomous robots applications can be
found in at leastthree areas:industrial prototypes,
ethologicaland biological models,and educational
programs. Industrial prototypes that can explore
dangerousor varying environmentsare constructed
and used for minefield exploration, lawn moving,
cleaningmachines,etc. Ethologists, biologists and

psychologists build autonomous robots to replicate in

more controllablesettings(environments)hehaviors
observedin naturalorganisms(e.g., Deneubourget
al., 1992). Finally, teachers and educational
psychologistaiseautonomousobotsto facilitate the
learning processabout conceptsregarding natural
systemge.g.,Miglino andLund, 1995; Pagliariniet
al., 1995). What connects all these different
applicationsis the work to constructa standard
methodology to build control systems for real,
autonomous robots. There has been various
proposalson how to obtain this unifying goal of a
standardmethodology.The different proposalshave
been tested using mainly the Khepera miniature
mobile robot (Mondadaet al., 1994), or different
constructionsof LEGO robots. Our researchwork
has included both tests on Khepera and LEGO
robots,but herewe will limit ourselvesto describe
some of the experimentswith the Kheperarobot
only.

The Kheperaminiature mobile robot (Fig. 1) hasa
circular shape (55 mm. of diameter, 30 mm. of
heightand 70 g. of weight). It is supportedby two
wheelsand two small teflon balls. The wheelsare
controlled by two DC motors with an incremental
encoder(10 pulsesper mm. of advancemenbf the
robot),andcanmovein bothdirections.Therobotis



providedwith eightinfra-red proximity sensorsSix

sensorsare positionedon the front of the robot, the

remaining two on the back. A Motorola 68331
controller with 256 Kbytes RAM and 512 Kbytes
ROM managesll the input-outputroutinesand can
communicateria a serial port with a hostcomputer.
By attaching Kheperato the host by meansof a

lightweight aerial cable and specially designed
rotating contacts,one allows a full track andrecord
of all importantvariablesby exploiting the storage
capabilitiesof the host computer;and at the same
time it provideselectricalpowerwithout usingtime-

consuminghoming algorithmsor large heavy-duty
batteries.

Figure 1. The Khepera miniature robot.

Model.

The control systemsof autonomousrobots can be
chosento be Neural Networks. Neural Networksare
appropriatebecauseof their adaptivenesswhich is
an important issue for autonomousrobots. The
adaptivenessallows the robots to work under

different conditions in different environments.

Anotherimportantcharacterof Neural Networksis
that learningalgorithmsdo not requirethat the user
manipulateghe internal structure.This canbe done
completelyby the learningalgorithm. The userhas
just to present examples to the Newatwork,from
which it canbe trainedby trial-and-error.A Neural
Network control system for the Khepera robahbe
a simple 2-layer feed-forwardnetwork with 8 input
units that are connectedo the 8 infra-redsensors2
bias units, and 2 output units that are connectedo
the 2 motors (see Fig. 2).

As an efficient learning algorithm for trainimdeural

Networks used as control systemsfor autonomous
robots we use a Genetic Algorithm. Initially, the

GeneticAlgorithm producesa populationof Neural

Networks (100 in our experiment)with randomly
chosenconnectionweights. The Genetic Algorithm

then evaluates each member of the population
accordingto somefitness measuredecidedby the

user,dependingon the task to be solved. A subset
(20) of the membersthat do best on the fitness
measureis selectedto reproduce.Each selected
individual producesa number of offspring (5) by

copying the individual Neural Network and
introducing biological operatorssuch as mutation
and crossover. The testing aselectivereproduction
processis repeateduntil a satisfactory result is

obtained.

Figure 2. Connectionsbetweenrobot and neural
network.

Working on populationsof robotsis a very time

expensive process, siniténvolvesthe evaluationof

eachrobotin the populationover many generations
(like is known from the natural evolution process
that has been going on for millions of years).
Therefore assuggestedn (Miglino etal., 1995),an

appealingidea is to develop autonomousrobots
control systemsn simulatorsbeforetransferringthe

control systemgo thereal robotsthatactin the real

environments.This, however,leadsto the problem

of being able to transfer control systems and

structures perfectly from simulation to reality.

Since it is very difficulty to capture the fuzzy
characteristicof the real world in a mathematical
model, we build a simulatorby letting the physical
robotitself registerits sensoryactivationin different
parts of the surrounding environmemtdregisterthe
effect of different motor settings in the real
environment.To illustrate this, let us look at an
obstacle avoidance experiment for the Khepera



robot. The desiredbehaviorof the Kheperarobot is
basedon the following abilities: (a) moving forward
asfastaspossible(b) movingin asstraightaline as
possible, andc) keepingasfar awayfrom objectsas
possible. In order to evaluate individdi#hessin the
Genetic Algorithm we used equation (1)

steps

F=Y V(@-DV3)@a-1,) @

whereV; is the averagerotation speedof the two
wheels, DV; is the algebraicdifference between
signed speedvalues of the wheels,and |; is the
activation valuesof the proximity sensorwith the
highestactivity attimei. This valueis summedover
number of steps of the robateps.

We constructedhe real, physicalenvironmentas a
60*35 cm rectangulararena surroundedby walls
with 3 round obstaclesof 5.5 cm placedin the
center.Walls andobstaclesvere coveredwith white
paper. In order to construct a model of this
environment, Khepera empirically sampled the
different classesf objectsin the environment(wall
andobstaclesjhroughits own real sensorslt turned
360 degreesat different distanceswith respectto a
wall and to an obstacle,while, in the meantime,
recording the activation level of the sensors.The
resulting matricesverethenusedby the simulatorto
set the activation levels of the simulated robot
dependingon its current position in the simulated
environment.In the sameway, to modelthe robot's
motors,the effect of the different motorssettingsin
the real world was sampled.How the robot moved
andturnedwasmodeledfor all possiblestatesof the
motors. The obtained measureswere used by the
simulator to set the activation level of the neural
network input units, and to compute the
displacement of the robot in the simulated
environment.

The procedure detting therobotitself constructthe
model to be used by the simulator has several
advantagesit is simple and it accountsfor the
idiosyncrasiesof eachindividual sensor.It allows
the building of a modelof anindividual robottaking
into account the specificitied thatrobotthatmakes
it differentfrom otherapparentlyidenticalrobots. It
also accounts for the idiosyncrasies of the
environment by empirically modeling the
environment itself, instead of building a
mathematicamodel of it, ashasbeensuggestedy
other researchers (e.g., Jakobi et al., 1995).

Results.

The time reductionis dramatically when using a
simulator before transferring the evolved control
systemsto the real robot instead of making the
whole evolution directly on the real robot by
subsequentlyestingthe different control systemson
the samerobot. In fact, a 98 % reductionin time
consumptionis obtained(It takeslessthan1 minute
to evolvea generatiorin a simulatorthatrunson an
IBM RISC,while it takesat least1 hourin thereal
world).

We constructthe obstacleavoidanceexperimentin
sucha way that 200 generationsare evolvedin the
simulated environmentbefore the evolved Neural
Network control systems are transferredto the
Kheperarobot. After this, the evolution continued
for 20 generationsin the real physical robot and
environment.

1 51 iOl i51 201
generation

Figure 3. Peak and average performancesas an
averageesultof 5 experimentsvith noise.The first
200 generations are evolved in the simulated
environment, the last 20 generationsin the real
environment.

Figure 3 shows the performance of the best
individual, and the mean performance of each
generationas an averageof 5 experiments.The
fitnessincreasegjuickly to a high level and already
at generation60 an optimal strategy seemsto be
found, and from this point on only minor increases
fitness will take place. Yet, the most remarkable
result is observedwhen we transfer the control
systemsevolvedin the simulatorto the real Khepera
robot atgeneratior200. Therewill beno decreasén
fitness at all, and during the subsequent20
generations we note an increase in fitness.



Also at the level of behavior,the evolved robots
perform equally in the simulated and the real
environment.If we take one of the individual of
generation 200 and look at its behavior in the
simulated and the real, physical environment,we
observethat the trajectoriesof the mobile robots
match almost perfectly, as shown in Fig. 4.

REAL.

SIHULATION

Figure 4. Robot behavior in simulated and real
environment. Trajectory of the best individual of
generation200 of an experimentin the simulated
(dashed line) and the real (full line) environment.

Conclusions.

The idea of Evolutionary Robotics that uses
Evolutionary Computation techniquesto evolve
control systemdor realrobotsis very appealingand
with the resultspresentechere, it has beenshown
how the main problemof time consumptioncan be
avoided.It demanddo build a reliable simulator of
the robot and the robot's environment.This can be
done by letting the robot itself register the
characteristicsof the environment and its own
physics.We haveshown,thatwith the useof sucha
simulator, we obtain a 98 % reduction in time
consumption, and that there is a perfect match
betweenthe simulatedand the real robots, both at
the level of fithess and at the level of behavior.

The validity of wusing simulators opens new
perspectives for Evolutionary Robotics. In
simulators,t is possibleto usefitnessformulae,that
can not be usedon real robots, like distanceto a
given path, number of different cells passed,etc.
Future work in Evolutionary Robotics should
investigatehow to evolve behaviorsin simulators
that cannot be constructedvithout a simulator,and
thentransferthe behaviorsto real robotsin the real

environmentwith the techniquedescribedin this
paper.
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